






Introduction to Probability

Probability Distributions

Describing Distributions

Probability Distribution with Multiple Variables

Population and Sample

Point Estimate

Confidence Interval

Hypothesis Testing

A/B Testing

PROBABILITY AND STATISTICS



Derivatives

Optimization

Gradients

Gradient Decent

Optimization in Neural Networks

Newton Methods

CALCULUSV

System of Linear Equations

Elimination Method
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Vector Algebra

Linear Transformation
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Deep Learning

Part 1: Introduction

L01: Introduction to deep learning

L02: The brief history of deep learning

L03: Single-layer neural networks: The perceptron algorithm

Part 2: Mathematical and computational foundations

L04: Linear algebra and calculus for deep learning

L05: Parameter optimization with gradient descent

L06: Automatic differentiation with PyTorch

L07: Cluster and cloud computing resources

Part 3: Introduction to neural networks

L08: Multinomial logistic regression / So�max regression

L09: Multilayer perceptrons and backpropration

L10: Regularization to avoid overfitting

L11: Input normalization and weight initialization

L12: Learning rates and advanced optimization algorithms

Part 4: Deep learning for computer vision and language modeling

L13: Introduction to convolutional neural networks

L14: Convolutional neural networks architectures

L15: Introduction to recurrent neural networks

Part 5: Deep generative models

L16: Autoencoders

L17: Variational autoencoders

L18: Introduction to generative adversarial networks

L19: Self-attention and transformer networks

C. DEEP LEARNING TOPICS / AI
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